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a b s t r a c t

An essential issue in document retrieval is ranking, which is used to rank documents by their relevancies
to a given query. This paper presents a novel machine learning framework for ranking based on
document groups. Multiple level labels represent the relevance of documents. The values of labels are
used to quantify the relevance of the documents. According to a given query in the training set, the
documents are divided into several groups based upon their relevance labels. The group with higher
relevance labels is always ranked upon the ones with lower relevance labels. Further a preference
strategy is introduced in the loss functions, which are sensitive to the group with higher relevance labels
to enhance the group ranking method. Experimental results illustrate that the proposed approach is very
effective, with a 14 percent improvement on TD2003 dataset evaluated by MAP.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Ranking is the very important to design effective web search
engines, since the ranking model directly influences the rele-
vance of search results [1–3]. Many approaches were proposed to
construct a model for ranking. There are the content-based
approaches [4], such as the vector space model [5], BM25 [6]
and the language model [7]. PageRank [8] and Hits [9] are famous
link-based approaches. In the search environment, we usually
have to confront a large amount of information. It becomes very
difficult to tune the models with a great number of features
[10,11]. Some new attempts are made by introducing machine
learning methods to information retrieval to address the problem.
Learning to rank [12–14] is an effective approach. However, its
performance is dependent directly on the document samples and
ranking loss function. In this paper, we present a novel group
ranking framework, in which the loss is defined on the groups of
documents with same relevant label. The documents with the
same level label are categorized into one group, and the ranking
task is reduced from ranking the multiple documents to ranking
several groups. We further develop the loss functions by our
preference strategy, which are sensitive to the group with higher
relevance labels.

The rest of this paper is organized as follows. Related works are
discussed in Section 2. In Section 3, we briefly discuss the loss
functions for ranking. The proposed group ranking framework is
presented in Section 4. Then we illustrate the experimental results
and discussions in Section 5. Finally, we draw conclusions and
point out the future works.

2. Related works

In learning to rank, there are mainly three methods: pointwise
[15], pairwise [16] and listwise [17]. Pointwise samples single
document using classification loss functions for ranking model [18].
Pairwise applies preference document pairs as training samples and
also transform the ranking problem into classification [19]. Listwise
defines its loss function to train the ranking model from dataset
[20,21]. ListMLE and ListNet are two important kinds of listwise
approaches. ListMLE [21] is a feature-based ranking algorithm that
minimizes a probabilistic likelihood loss function. And its listwise
samples are defined by the permutation probabilities in the Luce
model [22]. ListNet [17] is a robust listwise approach based on cross
entropy loss function. Listwise approach can achieve the better
ranking accuracies than pairwise and pointwise approaches on most
of datasets of Letor [23].

However, usually only top k positions of ranking play a key role
in information retrieval [24]. Xia et al. [24] develop a top-k ranking
framework through likelihood loss to improve the top-k ranking
performance. The top-k ranking loss function is used to obtain the
relevant documents on the top-k positions in the document list.
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The number of the relevance documents is less than 10. The
performance of top-k framework is determined by the number of
relevant documents. It is ideal to set the value of k equal to the
number of relevant documents [25]. But it is very difficult to do so
[26]. Inspired by precious researches, we make an attempt to deal
with it through group–group pair samples and preference strategy.

3. Loss functions for ranking

The ranking is optimized by minimizing a certain loss function
using the training data. Likelihood and cross entropy functions are
widely used in learning to rank. Here, we discuss only the basic
ideas that are relevant to the present work.

3.1. Likelihood loss function

ListMLE [21] defines its probabilistic listwise loss function as
follows:

Lðf ; xq; yqÞ ¼ ∑
n�1

s ¼ 1
� f ðxq

yqs
Þþ ln ∑

n

i ¼ s
expðf ðxq

yqi
ÞÞ

 ! !
ð1Þ

where f is a ranking function, xq is the document list to be ranked for
query q, yq is a randomly selected optimum permutation for query q,
and n is the length of yq. For any two documents xi and xj, xi is
ranked before xj in yq if labelðxiÞ4 labelðxjÞ. yqi is denoted as the index
of the object ranked at the i-th position in yq. ListMLE is feasible to
rank the documents in Letor dataset [23]. However, its ranking
performance decreases as the scores of irrelevant documents
increase. We will discuss this through some experimental results
in Section 5.2.

3.2. Cross entropy loss for ranking

ListNet [17] introduces a probabilistic cross entropy loss func-
tion, as defined in the following equation:

Lðf ; yÞ ¼DðPðπjx;ψ yÞJPðπjx; f ðxÞÞÞ ð2Þ

where D is cross entropy loss. Pðπjx;ψ yÞ and Pðπjx; f ðxÞÞ are Luce
models based on permutation probabilities. The score vector of the
ground truth permutation is produced by a mapping function
ψ yðÞ : Rd-R, which is used to transform the order in a permutation,
i.e., if m4n, then ψ yðmÞ4ψ yðnÞ. In order to optimize the top-k
ranking accuracy, the mapping function only influences the order of
documents within the top-k positions of the ground truth permuta-
tion. It also assigns a small value ϵ to all the remaining positions. The
value is smaller than the score of any object ranked at the top-k
positions, i.e. ψ yðxy1 Þ, ψ yðxy2 Þ;…;ψ yðxyk Þ, ψ yðxykþ 1

Þ;…;ψyðxyn Þ, which
compose a non-increasing sequence. So the loss becomes sensitive
to the top-k subgroup order [24]. But all of the documents are
considered as non-relevance after k position, which decreases the
ranking performance.

4. Group ranking framework

Given a query in training set, the documents can be divided
into several groups in which the documents with same labels are
gathered together. A document pair is constructed by two groups,
i.e., a group of documents with higher level label and a group of
documents with lower level label. In this section, we introduce the
group–group pair sampling, loss functions. Then our preference
strategy is presented and the algorithm is summarized.

4.1. Group–group pair sample

Each query qðiÞ is associated with a list of documents
DðiÞ ¼ fDðiÞ

1 ;DðiÞ
2 ;…;DðiÞ

n g. DðiÞ
j denotes the group of documents with

the same relevance judgement j. n is the number of relevance
degree for the documents. Each list of documents DðiÞ is associated
with a list of judgments (scores) Y ðiÞ ¼ fY ðiÞ

1 ;Y ðiÞ
2 ;…;Y ðiÞ

n g where Y ðiÞ
j

denotes the judgment on the group document DðiÞ
j with respect to

query qðiÞ. For example, the relevance degree of DðiÞ
2 is 2 when j¼2.

For the query qðiÞ with the relevance degree n¼3 (0, 1, 2), the
training sample is constructed as DðiÞ

g ¼ fDðiÞ
2;1;D

ðiÞ
2;0;D

ðiÞ
1;0g. The group

sample DðiÞ
2;1 includes all the documents in the group DðiÞ

1 and DðiÞ
2 .

There are two types of label dataset used in this paper, such as
OHSUMED with the relevance degree (0, 1, 2) and TD2003 with the
relevance degree (0, 1).

4.2. Group ranking with loss functions

Different from the top-k ranking framework with listwise sam-
ple, our group ranking framework constructs samples by group pairs
with different labels. The true loss of group ranking is defined as
follows:

lrðf ðxÞ; yÞ ¼
0 if ŷi ¼ yi where ŷ ¼ f ðxÞ;
1 otherwise:

(
ð3Þ

where iAf1;…; rg, and r is determined by the number of documents
with the higher label in the group ranking samples. The expectation
of group ranking loss can be re-written as follows:

Lgðf Þ ¼
Z
X�Y

lrðf ðxÞ; yÞ dPðx; yÞ ð4Þ

where X is the input space in while the elements are the group
samples to be ranked, and Y is the output space in which the
elements are permutations of groups. Pðx; yÞ is an unknown but
fixed joint probability distribution of x and y. And the optimal
ranking function with respect to the group ranking actual loss is

f ðxÞ ¼ argmax
Gr ðj1 ;j2 ;…;jr ÞAGr

PðGrðj1; j2;…; jrÞjxÞ ð5Þ

where Grðj1; j2;…; jrÞ denotes a group sample in which all the
permutations have the same top-r true loss, which is decided by
the number of documents with higher relevance label. Gr denotes
the collection of all top-r subgroups. In this paper, likelihood and
cross entropy functions are adopted in our group–group samples.

4.2.1. Group ranking with likelihood loss
Considering likelihood loss function, the loss of the group

sample is described as follows:

Lgðf ; xg ; ygÞ ¼ ∑
r

s ¼ 1
� f ðxg

ygs
Þþ ln ∑

n

i ¼ s
expðf ðxg

ygi
ÞÞ

 ! !
ð6Þ

where xg is a group sample, yg is a ranked list of xg, in which the
documents with higher label are ranked upon the lower label
group. In the group–group loss function, r is equal to the number
of documents in the group with higher label. n is the length of
optimum ranked list. As illustrated in Eq. (6), the loss becomes
greater when increasing the scores of irrelevant documents
obtained by ranking function. Our group rank framework ignores
the increasing scores of the irrelevant documents in the ranked list
for the likelihood loss, since the loss only depends on the
increasing scores of relevant documents. The bigger scores of the
relevant documents are, the smaller the loss is. We refer to the
group method based on likelihood loss as GroupMLE.
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4.2.2. Group ranking with cross entropy loss
Cross entropy can also be used to formulate the loss function

for the group–group samples, which is described as follows:

Lgðψ gðygÞ; zgðf ÞÞ ¼ � ∑
8gAG

Pψ g ðyg ÞðgÞlog ðPzg ðf ÞðgÞÞ ð7Þ

where zg(f) is the score list for the group sample generated by
ranking function f. yg is the ground truth for the document list of
the sample. G is the set of all possible permutations of the
documents in the sample, Ps(g) is the permutation probability of
g according to s. For the group sample, the mapping function ψg is
used to retain the value of the label of the group with the higher
relevant label. But for the lower relevant label, the label will be set
to a smaller value ϵ in order to make the loss function more
sensitive to the documents with the higher relevant label in the
new samples. We refer to the group method based on cross
entropy loss as GroupCE.

4.2.3. Group ranking with preference loss
The group ranking can optimize the positions of relevant

documents. However, for the labeled dataset with multiple rele-
vant levels, the group samples with different preferences are
usually considered as the equivalent ones in the training process.
It may neglect the difference of original relevant labels for the
group of documents. We introduce a relevance preference strategy,
which lead to more significant improvements than original group
ranking approaches.

For the group sample construction of binary label dataset, the
importance of each sample is no differences. However, there are
often multiple relevance judgments, such as 2 (definitely relevant), 1
(possibly relevant), 0 (irrelevant). Thus the group sample constructed
by the documents with label 2 and documents with label 1 is indeed
different from that constructed by the documents with label 2 and
the documents with label 0. It may cause much more serious errors
by mistaking the document with label 2 for label 0 than label 1. So it
is imperfect that the group ranking framework considers all the
samples as equivalent. In the case of learning to rank web docu-
ments, preference data are given in the form that one document is
more relevant than another with respect to a given query. For each
group sample, there is a preference for two group of documents,
which reflects the relevance difference between the two labels. The
preference is also useful for improving the group ranking loss
function. The loss function for each sample is defined as follows:

Lgðf ; xgi ; y
g
i ; piÞ ¼ piLðf ; xgi ; y

g
i Þ ð8Þ

where xgi is the i-th group sample; p is the preference coefficient,
which identifies the relevance of the documents into the learning
process. pi denotes the preference coefficient of i-th group sample,
and is defined as follows:

pi ¼
labelhðxgi Þ� labellðxgi Þ

∑n
j ¼ 1ðlabelhðx

g
i Þ� labellðxgi ÞÞ

ð9Þ

where labelhðxgi Þ and labellðxgi Þ are the two types of relevant labels in
the group sample. In this way, the larger the difference between the
two labels, the bigger the preference coefficient is. We introduce the
relevant labels and preference into the loss function, which is used to
improve the original group ranking loss function based on likelihood
and cross entropy. We refer to the group methods improved by
preference weighted loss as p-GroupMLE and p-GroupCE.

4.3. Group ranking algorithm

In our group ranking, the loss functions are presented in
Eqs. (6)–(8), i.e. GroupMLE, GroupCE, p-GroupMLE and p-GroupCE,
respectively. They are called as the ranking model f. The neural
network and gradient descent are introduced to learn a ranking

model. The single layer linear neural network model is omitted the
constant bias for simplicity [17]. The output nodes depend on the
number of the features of dataset. The object function (4) is
optimized by gradient descent. And the neural network weight
W is updated iteratively. Once the group pairs are sampled from
listwise samples, f is determined by neural network weight W, i.e.
f ðXÞ ¼W � X. Group sample is transformed into a ranked list with
respect to a given query. Our learning algorithm of group ranking
is illustrated in Algorithm 1.

Algorithm 1. Group ranking algorithm.

Input:
Training data: a set of listwise samples
fðXq;YqÞjðxq1; yq1Þ; ðxq2; yq2Þ;…; ðxqm; yqmÞg;
Test data: Xtest.

Output:
Ranking list

1: Input fðXq;YqÞjðxq1; yq1Þ; ðxq2; yq2Þ;…; ðxqm; yqmÞg;
2: Set the iteration number T, and learning rate η
3: Construct group samples from listwise samples
4: Obtain fðXg ;YgÞjðxg1; yg1Þ; ðxg2; yg2Þ;…; ðxgn; ygnÞg
5: Initialize neural network weight W
6: for t¼1 to T do
7: for i¼1 to n do
8: Compute gradient ΔW’

∂Lg
∂W

9: Update W’W�η �ΔW
10: end for
11: end for
12: Construct Neural Network model through W
13: Sort by f ðXtestÞ’W � Xtest

14: return Ranking list of Xtest

5. Experimental results and discussions

5.1. Dataset

To evaluate the performance of our group ranking algorithm,
Letor3.0 dataset provides various datasets with a larger file size. It is
released by Microsoft Research Asia. Three representative instances
were selected, i.e. OHSUMED, TD2003 and TD2004 in our experi-
ments. The OHSUMED collection is derived from the MEDLINE
dataset, which is popular in the information retrieval community.
There are 106 queries in this collection and the total number of
query–document pairs is 16 140. Each query–document pair is
represented by 45-dimensional feature vector. The documents are
manually labeled with absolute relevance judgments within the
collection. There are three level labels: 2 (definitely relevant), 1
(possibly relevant) and 0 (irrelevant). The group samples based on
these labels are three types: documents with label 2 and documents
with label 1; documents with label 2 and documents with label 0;
documents with label 1 and documents with label 0. For the one-
group sample, the group with higher labels only selects one
document; and for the group–group sample all the documents in
the group with higher label are selected. The TD2003 collection is
extracted from the topic distillation task of TREC2003. The goal of
the topic distillation task is to find good websites about the query
topic. There are 50 queries in this collection, and the total number
of query–document pairs is 49 171. Each query–document pair is
represented by 64-dimensional feature vector. There are two levels
of relevance: 1 (relevant) and 0 (irrelevant). TD2004 is very similar
to TD2003, which is extract from the dataset of the topic distillation
task of TREC2004. It contains 75 queries and 74 170 documents
with 64 features. Because there are two types of labels, there is
only one type sample: documents with label 1 and documents with
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label 0, for the group sample in .Gov collection. The dataset covers
multiple classical features, such as term frequency, inverse docu-
ment frequency, document length and their combinations [27,28].
And they are considered in many classical retrieval methods: BM25
[6], LMIR [7], Page Rank [8], etc. We adopt NDCG@N and MAP [29]
to evaluate the ranking performance.

5.2. Listwise ranking

Suppose we have a hypothesis space with three hypothesis
functions f1, f2 and f3 in ListMLE. There are six documents with
respect to one query in Table 1 with their relevance labels. The
indices of documents also construct optimum permutation, and f1,
f2 and f3 are generated during iteration processes. We make a
hypothesis that f2 and f3 are obtained after f1. According to Eq. (1),
the loss of f1 is calculated as follows:

� ln
0:2

0:2þ0:3þ0:1þ0:1þ0:2þ0:1
� 0:3

0:3þ0:1þ0:1þ0:2þ0:1

�

� 0:1
0:1þ0:1þ0:2þ0:1

� 0:1
0:1þ0:2þ0:1

� 0:2
0:2þ0:1

�
:

The result is 5.9915. In the same way, it can be obtained that the
loss of f2 is 5.8579 and the loss of f3 is 5.7991. The loss of ListMLE
may be decreased. As matter of fact that the relevance labels of
document 1 and 2 are equal, the descent loss is not necessary.
While it is more serious problem caused by document 4 and 5, the
loss is decreased by f3 compared with f2. It is necessary to
eliminate the influence of the scores of irrelevant documents.

As illustrated in Table 2, the top-k ranking performance of Top-
10 ListMLE is better than that of ListMLE as evaluated by NDCG
measures. Moreover, not only the top-k ranking performance is
better, but also the ranking performance of the whole list is also
better, as shown by MAP measure. The top-k ListNet is evaluated
by NDCG@3. The results on Letor dataset are shown in Fig. 1. We
tried different values of k (i.e., k¼1, 3, 10, and the exact length of
the ranked list: ListNet). As illustrated in Fig. 1, the top-3 ranking
accuracies of ListNet are not significantly difference. Even if the
performance is decreasing on TD2004. That may be caused by the
selection of the value of k arbitrarily. The two documents with
similar feature vectors and same label are annotated by different
values based on the mapping functions.

5.3. Group ranking with likelihood loss

In this subsection, we evaluate the effectiveness of group ranking
methods with likelihood loss function. As illustrated in Table 3, all the
methods with modifying ListMLE algorithm significantly boost the
ranking accuracies. n and # indicate significant improvement. The

empirical results illustrate that it can improve the ranking perfor-
mance by adopting the true loss based on relevance documents.

In a group–group sample, the documents with higher label are
considered as relevant documents and the ones with lower label
as irrelevant documents. Compared with top-k ranking methods,
group–group methods have two advantages. The true loss function
is based only on the relevant documents in the group samples. The

Table 1
Toy example and models.

Doc no. 1 2 3 4 5 6

Label 1 1 1 0 0 0
expðf 1ðxÞÞ 0.2 0.3 0.1 0.1 0.2 0.1
expðf 2ðxÞÞ 0.3 0.2 0.1 0.1 0.2 0.1
expðf 3ðxÞÞ 0.3 0.2 0.1 0.2 0.2 0.1

Table 2
Ranking accuracies on OHSUMED.

Methods MAP NDCG@1 NDCG@3 NDCG@10

ListMLE 0.4326 0.4196 0.4188 0.4190
Top-10 ListMLE 0.4441 0.5156 0.4772 0.4360

OHSUMED TD2003 TD2004
0.2

0.25

0.3

0.35

0.4

0.45

0.5

 Dataset

 N
D

C
G

@
3

ListMLE
Top−10_MLE
GroupMLE
ListNet
Top−10_CE
GroupCE

Fig. 2. Accuracies of considered methods.

Table 3
Accuracies of likelihood loss based methods.

Method MAP NDCG@1 NDCG@3 NDCG@10

ListMLEa 0.4326 0.4196 0.4188 0.4190
Top-10_MLEa 0.4441 0.5156 0.4772 0.4360
GroupMLEa 0.4517n 0.5589n# 0.4888n 0.4572n#

ListMLEb 0.1797 0.2222 0.2193 0.2362
Top-10_MLEb 0.2452 0.3022 0.3118 0.3077
GroupMLEb 0.2811n# 0.3267n# 0.3587n# 0.3568n#

ListMLEc 0.1600 0.2400 0.2387 0.2171
Top-10_MLEc 0.1774 0.2400 0.2659 0.2455
GroupMLEc 0.2386n# 0.4267n# 0.3424n# 0.3175n#

a Evaluating on OHSUMED dataset.
b Evaluating on TD2003 dataset.
c Evaluating on TD2004 dataset.

OHSUMED TD2003 TD2004
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Fig. 1. Effectiveness of different values of k.
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group sample is easy to distinguish multiple labels in the multiple
labeled collections. The results illustrate that the group–group
methods almost outperform the baseline of Top-10_MLE and
ListMLE method.

5.4. Group ranking with cross entropy loss

The proposed group ranking method considers the cross entropy
as the loss function in this subsection. The learning error perfor-
mances are shown in Figs. 3 and 4. We compared the proposed
method with the existing methods based on cross entropy. From
Table 4, it is evident that although Top-10 methods on the Letor
datasets aim to improve the ListNet, in fact the improvement is
marginal. Some evaluations show that Top-10 is no better than
ListNet. It may be caused by the relevance label confusion as we
discuss in Section 3.2. However, GroupCE achieves the best perfor-
mance among all the methods on the OHSUMED and TD2004
datasets in terms of almost all of the measures. Fig. 2 illustrates the
accuracies of the considered method on the three datasets. Our
method also performs fairly well as compared to the other methods
on the TD2003 dataset. The main reason is that the loss function
method is relevant documents sensitive and also secures the label
classification clarity. The group ranking framework can eliminate
the label confusion, because it annotates the document in the same
group by the same value.

5.5. Group ranking with preference weighted loss

Varying from TD2003 and TD2004 datasets, there are three
level labels: 2 (definitely relevance), 1 (possibly relevant) and 0
(irrelevant) in the OHSUMED dataset. According to Section 4.2.3,
we use the preference group loss to improve the training process
on OHSUMED dataset. The results are shown in Table 5. We can
see that the preference group loss based approaches, i.e. p-Group-
MLE, p-GroupCE, can significantly improve the ranking accuracies
than the original versions of group ranking methods. p-GroupCE
also achieves best performance among all the considered methods.
The reason is that the loss rank model introduced the preference
into each group samples, and the preference coefficient reflects
the importance of the group sample effectively. It is obvious that
our strategy improves the ranking performance.

We examine the top-k ranking performance of the proposed
method when compared with the existing methods by NDCG@3.
As illustrated in Fig. 5, GroupCE achieves the best performance

0 200 400 600 800 1000
4.33

4.335

4.34

4.345

Iteration

Er
ro

r

OHSUMED

Fig. 3. The learning error process curve of GroupCE on OHSUMED.
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6.864

6.8645

6.865

6.8655

6.866

6.8665
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r

TD2003
TD2004

Fig. 4. The learning error curve of GroupCE on TD2003 and TD2004.

Table 4
Ranking accuracies of the considered methods with likelihood loss.

Method MAP NDCG@1 NDCG@3 NDCG@10

ListNeta 0.4457 0.5326 0.4732 0.4410
Top-10_CEa 0.4465 0.5126 0.4859 0.4411
GroupCEa 0.4564 0.5628n# 0.5007n# 0.4583 n#

ListNetb 0.2753 0.4000 0.3365 0.3484
Top-10_CEb 0.2458 0.2667 0.3462 0.3371
GroupCEb 0.2818# 0.3867# 0.3582n# 0.3650n#

ListNetc 0.2231 0.3600 0.3573 0.3175
Top-10_CEc 0.2275 0.4400 0.3427 0.3157
GroupCEc 0.2485n# 0.4933n# 0.4024n# 0.3377n#

a Evaluating on OHSUMED dataset.
b Evaluating on TD2003 dataset.
c Evaluating on TD2004 dataset.

Table 5
Group ranking accuracies on OHSUMED.

Methods MAP NDCG@1 NDCG@3 NDCG@10

GroupMLE 0.4517 0.5589 0.4888 0.4572
GroupCE 0.4564 0.5628 0.5007 0.4583
p-GroupMLE 0.4521 0.5621 0.4912 0.4583
p-GroupCE 0.4581 0.5711 0.4967 0.4768

OHSUMED TD2003 TD2004
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Fig. 5. Top-k performance of ranking methods.
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comparing with existing methods, because the group ranking
methods are sensitive to relevant documents.

6. Conclusions and future works

In this paper, we presented a group ranking framework through
group pair samples and preference strategy. Before the documents
are ranked, they were divided into several groups. Each label was
organized together. The document pair was constructed by two
groups, i.e. a group of documents with higher level label and a group
of documents with lower level label. So the ranking task was reduced
obviously. The group loss functions were defined by likelihood loss
and cross entropy loss. And the preference coefficient enhanced the
sensitiveness to relevant documents. Our group ranking approach
was evaluated on different TREC collections. The experimental results
illustrated that our group ranking approach, especially the one with
cross entropy loss, could significantly outperform other considered
ranking methods. For TD2003 and TD2003 collection, the group
method obtained 12 percent improvement on average.

As future works, we plan to study them as follows:

(1) It would be worthwhile to explore other loss functions to
implement the group ranking methods.

(2) We will extend the group ranking to some latest works about
the top-k ranking [30].

(3) For the effectiveness of group ranking method, we will also
exploit the way to apply our method to the other research field
such as the term-ranking task of query expansion.
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