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Abstract. Cloud security and service assurance is a wide research area with an 
unrestrained amount of apprehensions, ensuring equipment and stage innova-
tions, to secure information and asset access. In spite of the colossal advantages 
of Cloud computing paradigm, the security and service concerns have consist-
ently been the center of various Cloud clients and obstruction to its extensive 
acceptance. The paper reports a meticulous review in the field of Cloud compu-
ting with a focus on the security risk assessment and service assurance. This ef-
fort will serve as a ready reckoner to the research aspirants to encompass a gen-
eral thought of the risk factors in security and the service assurance in a Cloud 
environment.  
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1 Introduction 

Advent of Cloud computing has given rise to a new paradigm in the information pro-
cessing systems by providing location and resources transparent service to its users. It 
has dominant features like high degree of scalability, low maintenance, reduced 
hardware cost, expediency and persistent accessibility, reinforcement and recupera-
tion, environment friendly,  scalability and performance, rapid deployment and ease 
of incorporation, increased storage capability, device multiplicity and location inde-
pendence etc.  Pay- per- usage facility of the Cloud computing had attracted many 
public and private firms as well as individual users are attracted towards utilizing the 
various Cloud based services. The national institute of science and technology(NIST) 
had defined Cloud computing [1] as- ' Cloud computing is a model for enabling ubiq-
uitous, convenient, on-demand network access to a shared pool of configurable com-
puting resources (e.g., networks, servers, storage, applications, and services) that can 
be rapidly provisioned and released with minimal management effort or service pro-
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vider interaction'. Cloud service providers(CSP) have established the obligatory profi-
ciency and infrastructure to deliver the on demand service. Due to the increasing de-
mand, assurance in Cloud service quality and performance is a latent challenge in 
front of CSPs. Security and allied risk is an important aspect in terms of providing a 
reasonable service to its clients.  Though the services offered by the Cloud paradigm 
is attractive, the data security and allied risk are of great concern to the  Cloud cus-
tomers and inturn proving to be a big hurdle to its global prevalent adaptation.  With 
growing use of Cloud services, the apprehension about its performance and overall 
quality has drawn attention of researchers and academicians. As Cloud is operating 
location transparent, there will be many users with different profile and needs. User’s 
expectation towards services and applications deployed on the Cloud is to have same 
latency, reliability and availability as in case of traditional hardware configurations. 
The user of Cloud resources have to pay only for the used services by virtue of a cus-
tomized service level agreement (SLA). Under such situation ensuring quality service 
is very tricky. The need and importance of the issue had initiated many efforts in the 
recent past to focus the problem solving of the service quality in Cloud infrastructure. 
Fig.1. depicts the basic Cloud structure in terms of user interface. 
 
                                                          

 

 

 

 

 

 

Fig. 1.  Service scenario in Cloud computing 

End-to- end quality of service, micro-benchmarks and kernels, a neural network based 
approach, effect virtualization of resources in Cloud scenario, a fuzzy synthetic deci-
sion based service performance and SLA as a metric [2-9] are considered as various 
approach to decide the quality of the service. But, these approaches had been directed 
towards addressing a solution to a particular application. No effort had been directed 
towards the fundamental issues in archiving the quality of service in the Cloud envi-
ronment. Owing to these facts, it becomes necessary to identify and classify the vari-
ous factors and ingredients on which the quality of service in Cloud computing sce-
nario depends by and large. This paper focuses on the various aspects to have a relia-
ble service with a  focus on risk assessment in the field of Cloud computing.  Section 
2 describes the various security risk aspect  associated with the Cloud operation while 



section 3 describes the issues in achieving the service assurance in Cloud scenario. 
The article is concluded in section 4 with its future scope.  

2 Risk Assessment in Cloud Scenario 

Risk is the possibility of occurrence of an event that can unfavorably influence the 
attainment of the goals. The nature of risks (i.e. security, reliability, accessibility, and 
performance) are the same with the Cloud and the non-Cloud technology systems. 
But, the  degree of risk and its profile varies if Cloud solutions are adopted depending 
on the impact of  risk events (residual and natural) associated with the CSP. For the 
proposed study, we had classified the risk assessment in to two broad categories such 
as the risk arise due to with the inherent characteristics of the Cloud computing and 
with the deployment strategy of the Cloud. The various risk associated with the Cloud 
services and security can be minimized by  risk reassignment, risk alleviation, risk 
approval and  risk avoidance. 
The risks caused by the CSP can be reassigned.  The risks that arises due to use of 
various  Cloud services, such as compliance, specification, and authentication can be 
alleviated. The risks which are indirect in nature and based on external factors, such 
as laws has to be accepted. When the risk arises due to the  different specifications 
used by a CSP and the user it can be avoided. 

2.1 Security Risk Assessment with Cloud Characteristics 

The intent nature of the Cloud opens new paradigm in terms of security risk for a IT 
network. The emergence of Cloud computing can be seen as a risk episode for some 
organizations as in terms of becoming  obsolete in the future. With acceptance of a 
third-party-managed Cloud services, the CSP and associated Cloud tenants may  in-
fluence the organization in various ways.  Lack of transparency, data leakage system 
failure due to over demand of resources, proprietary nature of  the solutions provided 
by a CSP, possibility of security attacks due to the multitenant nature of a CSP’s in-
frastructure are the scenarios which has to be considered as a risk factor in the Cloud.  
Finally, with adoption of  Cloud computing services, an IT organization requires less 
skilled manpower to run the day to day activity. This may degrade the confidence and 
morale of the of remaining IT staff members. The risk assessment must be completed 
before an organization adopts the Cloud solutions. The assessment of  a risk will be 
based on the criteria's such as  risk profile, natural and residual risk and likelihood and 
impact.  Risk profile indicates the ability of an organization to cover a specific vol-
ume of risk categories. An organization must evaluate the inherent risk and develop 
its responses and then settle on the residual risk. The ability to decide the possibility 
and impact of a risk depends on whether the organization has a comprehensive, accu-
rate, and current inventory of risks.  After the assessment of the risks in perspective of 
organizational objectives with Cloud computing, the response to the risk need to be 
determined. The possible risk can be mitigated by avoidance, reduction, sharing and 
acceptance of the risk. Table 1 summarizes the different risk and the possible strategy 
to overcome them. 



2.2 Risk Associated with the deployment models of the Cloud 

A Cloud can be deployed in different ways depending on the need and applications of 
the user. It becomes very important to access the risk level and allied issues at each of 
this models. No studies, till date, have concentrated on this issue. The deployment 
model is of important issue both for CSP and user point of view as the user must now 
the topology offered by the CSP to deal with his needs and vice versa. The major risk 
issues can be categories as Organizational or policy related issues, Technical issues, 
Legal Issues and miscellaneous issues. Table 2 summarizes the various security risk,  
its effect associated with the Cloud functioning and possible ways for their allevia-
tion. 
 

Table 1. Risk assessment and its response 

Sr. Classification of the risk Alleviation policy 
1. Regulation non-compliance. Monitoring of the external environment 
2. Disclosure noncompliance.  New disclosures in financial reporting 
3. Vendor lock-in. Preparation of an exit strategy 
4. Reliability, performance,  and  

cyber-attacks. 
Incident management 

5. Transparency and relinquishing 
direct control. 

Management oversight and operations monitoring 
controls 

6. Security, compliance, data 
leakage, and data jurisdiction. 

Data classification policies and processes 

7. Unauthorized Cloud activity. Cloud policies and controls 
8. Lack of transparency. Assessments of the CSP control environment 

Table 2. Classification of the Risk in Cloud Environment.  

Classification Nomenclature Severity Vulnerability   Effect on Alleviation  
Policy 

Policy related  
risk Rk-1:Lock-In High risk 

Lack of standard 
technologies and 
solutions 

Credibility of CSP, 
personal data of 
users, service quality 

Risk  
Reassignment 

 
Rk-2: Failure of    
Governance  

High risk Undefined roles, 
responsibilities, 
and ownership 

Customers trust,  
employee loyalty 
and CSP reputation 

Risk  
Reassignment 

 
Rk-3: Compliance 
challenges 

High risk Unavailability of 
audit/certification 
to the customers 

Service limits due to 
compliance issues 

Risk  
Acceptance 

 
Rk-4: Loss of busi-
ness due to cotenant        
activities 

Medium 
risk 

Poor resource 
isolation 

Service delivery and 
personal data 

Risk  
Avoidance. 
 

 Rk-5: Service             
termination 

Medium 
risk 

Less transparency 
in terms of use 

Service delivery Risk  
Avoidance 



 Rk-6 CSP Acquisi-
tion 

Medium 
risk 

Inter Cloud appli-
cation dependency 

Intellectual property, 
personal data 

Risk  
Approval. 

Technical and  
security Risk 

Rk-7: Under or over 
provisioning of the 
resources 

Medium 
risk 

Inaccurate esti-
mate of resource 
usage 

Access control, 
authentication an 
authorization(AAA) 

Risk  
Alleviation  
 

 Rk-8: Segregation  
failure 

High risk Hypervisor vul-
nerabilities 

QoS due to multi-
tenancy 

Risk  
Avoidance. 

 Rk-9: Malevolent         
insider 

High risk Inadequate securi-
ty  procedures 

Integrity and availa-
bility of all the data 

Risk  
Avoidance. 

 Rk-10: Availability 
of infrastructure 

Medium 
risk 

misconfiguration Real time services Risk  
Alleviation  

 

Rk-11: Snooping of 
the data 

High risk AAA failure Security  attacks 
such as sniffing, 
eavesdropping,  
man-in-middle, side 
channel and reply 
attacks can be          
dominant 

Risk  
Avoidance 
 

 
Rk-12:Data seepage High risk AAA and commu-

nication encryp-
tion failure 

transfer of data  
between CP and user 

Risk  
Reassignment  
 

 Rk-13: ineffective 
deletion of the data 

Medium 
risk 

susceptible media 
cleansing 

Critical data may be 
lost 

Risk  
Alleviation 

 
Rk-14:distributed 
denial of                  
service (DDoS) 

High risk Misconfiguration CSP management 
interface  

Risk 
 Avoidance. 
 

 
Rk-15: loss of en-
cryption keys 

High risk Poor key genera-
tion mechanism 

Credentials and 
personal data may be 
lost 

Risk 
 Reassignment 

 Rk-16:Malicious 
probing or scanning 

Medium 
risk 

Internal network 
probing can occur 

User trust. Risk  
Avoidance 

 Rk-17: Compromise 
service engine 

Medium 
risk 

Lack of resource 
isolation 

Service delivery. Risk  
Avoidance 

 

Rk-18: Conflict 
involving customer 
consolidation 
measures and Cloud 
environment 

Medium 
risk 

Conflicting SLA 
clauses and trans-
parency in opera-
tion 

The roles and     
responsibilities of 
CSP and the       
customers  

Risk  
Reassignment 

Legal  
Risk 

Rk-19:Subpoena 
and E-discovery 

Medium 
risk 

Lack of resource 
isolation and 
transparency in 
data storage 

Users critical data , 
trust  

Risk  
Approval  
 

 

Rk-20:Change of 
Jurisdiction 

High risk information on 
jurisdictions 

Users data held at 
multiple jurisdiction 
may put it in a high 
risk state 

Risk  
Approval  
 

 
Rk-21:Data protec-
tion 

High risk Lack of transpar-
ency in location of 
data storage 

Company reputation 
may be at stake 

Risk  
Avoidance 
 



 
Rk-22:License issues Medium 

risk 
Lack of transpar-
ency in terms of 
use 

Certification and 
service delivery  
 

Risk  
Approval 

Miscellaneous  
Risk 

Rk-23: Network         
Impairments 

High risk Misconfiguration, 
system or OS 
related issues, poor 
resource isolation 

 Potentially       
thousands of     
customers were 
affected at the same 
time 

Risk  
Avoidance 
 

 

Rk-24: Network          
management 

High risk Network conges-
tion,  mis-
connection and 
non optimum use 

Service latency will 
be disturbed 

Risk  
Reassignment 

 
Rk-25:Network 
traffic modification 

Medium 
risk 

No control over 
vulnerability as-
sessment 

Data retrieval  Risk  
Reassignment 

 
Rk-26: Privilege           
escalation 

Medium 
risk 

AAA mishap Users personal data  Risk  
Avoidance 
 

 
Rk-27: Social         
engineering attacks 

Low risk Lack security 
awareness and 
resource isolation 

CRP trust and users 
personal data  

Risk  
Avoidance 
 

 Rk-28: Backup re-
lated issues 

Medium 
risk 

Lost or stolen 
backup 

Company reputation Risk  
Reassignment 

 
Rk-29: Unauthor-
ized access to the 
system 

Medium 
risk 

Inadequate physi-
cal security 
measures 

Company reputation, 
users trust, sensitive 
data  

Risk  
Avoidance 
 

 
Rk-30: Theft of PCs Medium 

risk 
Inadequate physi-
cal security 
measures 

Company reputation, 
users trust, sensitive 
data  

Risk  
Avoidance 
 

 
Rk-31: natural dis-
aster 

Medium 
risk 

 Data storage Risk  
Avoidance 
 

 
 
Fig.2 shows the classification of the various risk associated with the Cloud when ana-
lyzed in the deployment mode. A detailed analysis of risk associated with individual 
deployment model had been carried out from available literature and listed out in 
Table 3. in this analysis, a community Cloud is not taken into consideration as the risk 
level associated with it are more or less the same as that with a private Cloud. 

 

Table 3. Summary of Risk consideration in each deployment model.  

Classification Organizational 
risk 

Technical(Security) 
risk 

Legal risk Miscellaneous 
risk 

Public Cloud Rk-1,3,4,5 Rk-7,9,10,14 Rk-19,21 Rk-24,27,31 



Private Cloud Rk-1,3 Rk-8,9,12,13,16 Rk-20,21 Rk-23,25,28,29,30 

Hybrid 
Cloud Rk-2,3,5,6 Rk-8,9,11,15,16,17 Rk-

20,21,22 
Rk-23,26 

Contribution [10-12] [10],[13-21] [22-28] [20],[29-31] 

 

 

 

Fig.2  Cloud risk categorization 

 3.      Service Quality Assurance in the Cloud Environment 

The Cloud environment have a virtual machine(VM) pool between the user operating 
system(OS) and the physical resources, providing the required environment for the 
processing of user requirement. It acts as a bridge between the underlying network 
resources and the users by means of hypervisors. In general, a VM is a software ab-
straction of the complete virtualized resource environment to the user. The accuracy 
and quality of the services by could computing environment depends on the accuracy 
of the degree of emulation of resources provided by VMs to the guest OS. The Cloud 
computing environment provides services such as networking, computing and storage 
to the user’s guest OS. The quality of a Cloud based service can be estimated by vari-
ous cost functions such as availability, retainability, latency, throughput, and reliabil-
ity. The general frame work for the deployment of services over the Cloud along with 
the various quality measures is described in Fig.3.   
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Availability of a service can be defined as the ability to perform its defined function as 
and when required by the user. Ideally, a service available ‘24x7’ without any con-
straints is known as the best available service. But practically, due to diverse nature of 
the Cloud, it may be possible that a particular service may not be available for some 
interval of time-the downtime. Hence, accuracy of a service can be estimated as- 

                   (1)  

Where ERT=established response time and DT= down time in seconds. 
  

 
 

 
 

 
 

 
 
 

 

 
 

 

 

Fig. 3.  Quality of Service factors for a Cloud based application 

To guarantee the best availability of the service,  maximum service interruption toler-
ance and the down time must be critically set. But for unknown application character-
istics, the best way is to set quantitative requirements for key input ingredients.  
It is believed that the next generation data communication will be replaced by videos. 
In such cases, retainability is of prime interest to have uninterrupted streaming. A 
service is said to be retainable if it ends itself due to the users request; not due to any 
other reasons. 
Latency of the service is defined as the time lag between the request of a service and 
the actual commitment of the service. The service latency is influenced by many fac-
tors such as type of disk (storage), the discrepancy in request onset time, congestion 
in the underlying network, the available bandwidth, network impairments and packet 
loss, unusual traffic pattern.  
The throughput of a service is the indicator of its successful operation over the time. 
Reliability and throughput are very closely related matrices. A service is said to be 
reliable if it is completed itself within the acceptable time frame. This feature should 
be intact for numerous request of the service by the user. 
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As the VMs are acting as a pool between users and the Cloud resources, its effective 
functioning is a critical aspect in the quality of service. Typical VM impairments 
includes malfunction of VM, mismatch in VM capacity configuration, drift in clock 
and allied jitters, degraded VM capacity, and failed VM instances. These are evi-
denced due to amalgamation of one or more operating conditions in the Cloud. The 
VM malfunction may be an outcome of unambiguous request by the Cloud user or the 
applications, failure of VM server, hypervisor or host OS and abrupt power failure. 
Sometimes, the Cloud service provider’s infrastructure unable to provide a VM in-
stance to any of the resources for a period of time. This phenomenon is known as 
mismatch in VM capacity configuration. It can be overcome by using hypervisors in 
tandem. 
Degraded VM capacity arises due to the failure of Cloud infrastructure to allocate the 
predefined resources so as to function a VM normally. This factor becomes critical 
during the heavy workload conditions. In strict real time applications the quality of 
service is affected by the clock drift from its standard time and allied jitters. Seldom, 
it become difficult for the Cloud service provider to start up the guest OS and config-
ure the VM promptly. There are many strategies to overcome all these drawbacks so 
as to have best quality of service such as proper work-load distribution, containing the 
frequent failures of VM, and focus on capacity management. One of the major bottle-
necks in achieving a good quality of service is load balancing i.e. load distribution 
mechanism. It can be achieved by placing a proxy based system (client-server model) 
or an independent system in the service path.  
Fig. 4 shows a generalized proxy based load distributor. In the proxy based load dis-
tribution (PLD) approach clients sees the IP address of the load distributor and the 
servers are obscure to them. The clients sends request to the proxy load distributor. 
Depending upon the availability it selects a server to work out the client’s request. 
After processing, the selected server returns its response to the load distributor. This 
response is forwarded to the particular client. Apart from acting as a regulating ele-
ment, a PLD element keeps the performance information for the selected server. 

 
 
 
 
 
 
 
 
 
 

 

Fig. 4. A proxy load distributor 

This information can be used for initiating a server selection decision for the next 
request. Thus the proxy based approach guarantees the best service for a given in-
stance of request.  It is very important to select a particular server for carrying out the 
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request processing by the clients. The selection of servers can be carried out by using 
a round robin, static configuration, random choice, status and performance based 
configuration [32-34].  Fig.5 shows the deployment scheme of the proposed PLD in 
Cloud. It will act as sub module of IaaS layer in the Cloud. It will be placed in be-
tween the host and the client VMs for regulating the traffic load. The host OS is noth-
ing but a particular server available in the Cloud. Depending on the availability of a 
server, PLD assigns the VMs request to it.  

 
 
 
 
 
 
 

 
 

 
 

 
 

 
 

Fig.5. Deployment scheme for the proposed module in the Cloud 

In case of non proxy load distribution, domain name service (DNS) is the most pre-
ferred strategy. In this approach, client sends a domain name to DNS server and in 
turn, receives an IP address allied with it. Clients transmits request for service using 
IP address provided by DNS. The process will be repeated till a meaningful response 
is returned by the DNS. The load distribution can also be carried out by a static con-
figuration. In case of static configuration the client has to maintain a configuration 
file with it. An IP address of a server is clearly written in to it. Client has to send ser-
vice request to the configured server and receives the response accordingly. The non 
proxy distribution can also be enforced with any cast or a multicast service. But the 
non proxy methods are less attractive due to its fixed server selection strategy. The 
Cloud environment is highly dynamic and demands very rapid responses for a service 
request. In this scenario a PLD is the best choice. 



3.1 Load distribution challenges in Cloud infrastructure 

In traditional network, the load distribution is simple as compared to the distributed 
environment like Cloud computing. This is the result of the fundamental properties of 
Cloud computing such as- 

1. For speedy operation the Cloud is very flexible application pattern. Due to it 
the work load may get reduced or otherwise at any instance of time. Hence 
the load distributors must be dynamic enough to cope the situation. 

2. Due to higher degree of virtualization, load distributer must distinguish the 
asymmetric server capability to handle different throughput instances. 

3. Pay per use attracts a huge number of service requests from users in small 
bursts. 
 

With the help of PLD, service availability is guaranteed as it ensures the availability 
of a server for each request. It also identifies and omits the failed server instances and 
forwards the load to the active server instances. But it may be possible that the load 
distributor may become a single point bottleneck in execution of services. Hence it 
also must be taken into account in decision for availability by the Cloud service pro-
viders. 
The PLD holds the information of service conditions of the servers during the opera-
tion. This information will be useful in allocation of new workload to a particular 
server. This reduces the latency effect as the workload will be allocated to a server on 
its ready to process basis. The PLD monitors the resource usage continuously and 
hold this information for the next instance of service request. Based on this infor-
mation, it diverts the new service request to the servers with best available resource 
allocation and thereby guarantees the reliability of service. The continuous monitoring 
feature of PLD will be helpful in service retainability also as it prevents the allocation 
of a new service request to an already overloaded server.  In case of overload, the 
PLD moves the service instances to a server with more available resources. This fea-
ture will be helpful to achieve a service throughput. 
One of the bottlenecks in achieving a high quality of service is the sudden failure of 
the service resources. Due to high degree of virtualization in Cloud environment, 
failure becomes a serious concern. Fortunately, due to PLD the effect of resource 
failure can be dealt effectively as the active node to carryout services (based on SLA) 
is pre identified and then service instance are initiated.  

3.2 The capacity management 

Managing the service capacity in the Cloud based infrastructure is another factor of 
prime interest for the system designer. The reason is, the variable workload situations 
in the Cloud. The variation in the workload can be due to the factors like increase or 
decrease in usage, random variation in the service traffic and due to the market condi-
tions. Also the question of capacity management is directly related with the capital 
investment of the service providers. Traditionally the capacity management has been 
carried out by several key activities such as workload and allied performance moni-
toring, demand and resource forecasting, modeling and implementing the capacity 
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related changes. In case of Cloud computing, rapid elasticity and on-demand service 
affects the service capacity management by a large extent. It can be mitigated by re-
source allocation without any manual interference as and when need arises, so as to 
achieve good service of quality. 

3.3 End-to-end service consideration 

The Cloud based resource and service utilization by the end user is carried out by 
their personalized gadgets. The connection with the Cloud infrastructure is mostly in 
wireless manner (optionally wired manner also). Owing to this fact, user may come 
across the allied impairments while accessing the Cloud based services. Fig.6 shows 
the basic end-to-end service (ETES) scenario.  
The ETES is primarily affected by the service conditions across the WLAN, the im-
pairments with the VMs or with the Cloud service provider and due to human inter-
vention. Also it is badly affected by the user devices associated at a particular time of 
instance. The condition becomes worst when one or more of these scenarios operate 
simultaneously. A careful design and control at individual stage can only mitigate the 
issues and improves the service quality.  

 

 

 
 

Fig. 6. End-to-end service scenario 

3.4 Selection of a correct Cloud service model 

As per the NIST, software as a service(SaaS),platform as a service(PaaS) and infra-
structure as a service(IaaS) are the three service models associated with a Cloud. Each 
service model provides a specific level of abstraction to minimize the efforts of users 
to build and deploy systems.  The first level up is IaaS. NIST defines IaaS as: "The 
capability provided to the consumer is to provision processing, storage, networks and 
other fundamental computing resources where the consumer is able to deploy and run 
arbitrary software which can include OS and applications". In short, IaaS provides 
infrastructure abstraction to the users. Table 4 list out the Cloud service providers. 

 

 

 



Table 4. Cloud Service Providers 

Sr. Cloud Service Vendors 
1. IaaS Amazone web service, GoGrid, Rackspace 
2. PaaS Google, Microsoft 
3. SaaS Amazone EC2 Service 

 

The next level up in the stack is PaaS. PaaS is on the top of IaaS and provides abstrac-
tion of many standard applications and provides these functions as a service. NIST 
defines PaaS as: "The capability provided to the consumer is to deploy onto the Cloud 
infrastructure consumer created or acquired applications created using programming 
languages, libraries and tools supported by the providers. The consumer doesn't man-
age or control the underlying Cloud infrastructure but control over the deployed ap-
plications and possibly configuration setting for the application-hosting environment." 
At the top of the stack is SaaS. It is a complete application delivered as a service to 
the consumers. The consumers have only to configure some application-specific pa-
rameters and manage users. There are many factors that are decisive to select a ser-
vice model such as technical, financial, strategic, organizational and risk. The aspects 
like scalability, performance, security, disaster management are some of the aspects 
which are dealt under technical category while choosing  a specific model for Cloud. 
The total cost of ownership is considered the most when the financial aspect is con-
sidered for choice of a specific model. Speed to market is very important strategically 
for the decision makers. The capability assessment of the organization to provide the 
required services plays a vital role in selecting a specific Cloud model. Finally the risk 
factor is decisive in the view point of companies ability to assume the risk in view of 
downtime, in damaging security breach etc. The risk is also in terms of companies 
decision to go with a public, private or hybrid Cloud. Generally, security and owner-
ship of data are the major issues in selection of a specific Cloud service and deploy-
ment model. 

3.4.1. When to use a SaaS 

SaaS is the most grown-up of the three Cloud service model.   The SaaS providers 
have total control over the infrastructure, performance, scalability, security of the 
applications.   The SaaS provides offers two way connectivity to their potential users. 
The first and very common method is a web based connectivity. In such type of con-
nectivity  services are accessible via any device that can get connected with the inter-
net. The second way is to have integration of features into the exiting application  of 
the consumers via application programming interface(APIs). 
SaaS will be used by a company to outsource  all services and features assuming that 
it is an affordable venture. The company  should not engage itself in building these 
applications. Buying and maintaining these applications are also not advisable it the 
emergence of SaaS. With SaaS   solutions, companies need not to by the costly serv-
ers or software and allied man-power to manage them.    



3.4.2. When to use PaaS 

PaaS is the least mature model of the Cloud application. Many PaaS solutions require 
that the buyers must use a specific programming  language and infrastructure. For 
small scale or beginner business setup, it may be acceptable but not for a big and 
complex  enterprise. Due to lack of flexibility in terms of programming language and 
infrastructure, the acceptance of PaaS solutions are not acceptable widely. The second 
generation PaaS services had tried to overcome these drawbacks and supports multi-
ple languages like Python, Ruby, PHP etc. 
PaaS vendor provides a platform shared by many customers. To enforce the reliability 
of services, PaaS vendor provides many restrictions against heavy loading from an 
individual customer. This limits are called as throttling. Developers must understand 
and then design accordingly to the selected platform. Many PaaS service providers 
protect their consumers from the throttling activity. The developers must account for 
this in their design. It can be avoided by breaking the big task into smaller ones or 
continuously trying until got success. But for some applications throttling can create 
undue delays which in turn affects the quality of the service. In such cases, PaaS is 
not advisable service model. 

3.4.3. When to use IaaS 

If certain application requires issues like scalability or performance. to meet these 
requirements, developers need to manage memory, configurations of database and  
applications so as to maximize the throughput, specification of data distribution pat-
tern, manipulation of OS, then one should leverage IaaS. When it is not required, then 
PaaS is the best. Another important aspect is the cost. PaaS is the best in terms of pay-
per-use when data chunk is small. But, otherwise it is very expensive. Amazon EC2 is 
the lead IaaS service provider who has recently reduced the cost of its operations and 
other IaaS service providers are also following it. Another fact of preferring IaaS over 
PaaS is the possible risks related to extenuating threat of downtime. When PaaS pro-
vider has a shutdown, customer has to wait for the provider to fix the issues to get the 
service back on the track. But with IaaS, the customer can architect for failure and can 
build a redundant service over multiple virtual or physical data centers. In recent out-
age major websites like Reddit, Foursquare were down But many other websites were 
survived due to cross-zone redundancy. 
As we move towards SaaS in the stack, the speed to market increases, reduction in 
human resource requirement and the operational cost. Unlike as we move towards 
IaaS, more control of the infrastructure and have a better chance of avoiding from a 
vendor outage. For startups and green field applications, it is common that entire ap-
plications are build in the Cloud. Switching the peaks in the traffic, reduction in the 
storage cost by shifting the storage in the Cloud, data analysis with Cloud infrastruc-
ture and on demand testing environment  are the scenarios when the IT companies 
prefers the Cloud services.  
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3.5 Security as a service 

In achieving a sizable quality of service, security of Cloud based application plays a 
pivotal role. Generally Cloud operations were maintained and managed by virtual 
technology. It may be possible that more than one user shares the system environ-
ment. In such scenario the security problem exists in terms of segregation and protec-
tion of individual customers data from the third party. Any IT infrastructure change or 
up gradation brings the opportunities as well as the risks with it and same has been 
true for the Cloud computing also. Due to the inherent nature of the Cloud computing, 
it has prone to many risk associated with its functioning that had not been experience 
before. For effective deployment of the Cloud services, these must be addressed in 
detail. For having agreed end results, the applications must run for what it has been 
intentioned for. Without proper security mechanism, intruders may get access of the 
information in the Cloud and in turn, can temper with it. This is where an intrusion 
detection system (IDS) fits in. In Cloud computing environment, IDS may be host 
based or network based entity. It is recommended to have a security as a service in 
IaaS layer of the Cloud. As VMs are responsible to bridge the users with the Cloud 
resources, IDS must be fit in each VM.  Fig. 7 depicts the IDS deployment in the 
Cloud based environment.     
In case of host based IDS, it will scan the system call traces of the OS to detect the 
abnormal behavior. In case of network based IDS, it has to detect a wide pool of at-
tacks such as DDoS, port scanning, flooding etc. Out of these, port scan attack is very 
prominent, as it provides the exact information about the working environment and 
running application processes to the intruder [35]. 
 

 

 

 

 

 

 

 

 
 
 

 

 

 

Fig. 7. IDS as a service in Cloud computing paradigm 



The behavior of a private  Cloud [36]  had been evaluated under different security 
attacks by using a SNORT IDS. Portscan attack provides information of the open 
ports and the services running on that ports . Using this information attacker an ex-
ploit the vulnerabilities and launch the next attack. An attacker can hide its identity by 
using false IP addresses with TCP port scan. Also, It can even can check if the fire-
wall is active on the target system. Portscan attack using TCP port scan was launched 
on Cloud host and the detection of attack using snort IDS is shown in Fig.8. The 
Scanning for TCP open ports is performed on target {IP-178} and the same has been 
detected by the IDS.   
Enforcement of security as a service using  IDS with Cloud , the attack must be 
sensed before it gets activated and the source must be identified , port scan log can 
help in sensing the future attack strategies. 
'Flooding' is another destructive security attack. It will force the system to generate 
false alarms regarding the availability of the service. An IDS will help to eliminate the 
danger with such attacks. 

 

 
Fig 8.  Port scan attack detection with snort. 

Fig 9. shows SYN flood attack detection with SNORT IDS. A SYN flood is a form 
of denial-of-service attack in which an attacker sends a large number of repetitive 
SYN   requests to a target's system in an attempt to consume server resources and 
make server  unavailable to legitimate users. 
Security as a service feature will generate an alert as soon as it detects the abnormal 
behaviors in the execution of an application, data patterns and traffic load. The IDS 
for providing security as a service must fulfill the quality of service measures like 
deep packet inspection, system call monitoring, automatic or manual remediation 
action on intrusion detection, system or application log inspection  and VM image 
repository monitoring. It is possible that flooding can be launched to block the IDS 



itself by the attackers. In such cases, the a PLD can be very useful as it will immedi-
ately scene the abnormal in rush of service requests. It will redirect them to appropri-
ate servers based on the information stored for previous request(s). This functioning 
will provide sufficient time for IDS to analyze the malicious activities in the Cloud. 
 

 
Fig 9.  SYN flood attack detection with snort 

4 Conclusions 

The security risk  and quality of service issue had rapidly acquired a hotspot in Cloud 
computing research due to the distributed  nature of the Cloud. A detailed classifica-
tion and systematic review has been presented on the issue of various security risk 
associated with the Cloud service. A possible mitigation approach had been also listed 
out based on the severity and nature of the risk issue. Also, the fundamental aspects of 
the service quality in Cloud computing environment has been discussed in the paper. 
Proper distribution of work load is the key factor to achieve a good quality of service 
in the Cloud environment. A proxy based load distribution strategy has been dis-
cussed in detail for Cloud environment. A focus has been given on the capacity man-
agement and security as a service for Cloud applications so as to achieve the hassle 
free service for all the users. In future, detailed mathematical modeling for the various 
security risk issues and service quality is to be initiated. This will help to arrive at a 



generalized way to alleviate the security risk issues which in turn will enhance the 
service quality in the Cloud scenario. 
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